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1 Introduction

Large Language Models (LLMs) have undergone rapid development in recent years. However, with
the rise of intelligence levels and driven by the fear that LLMs might pose a negative impact, or even
lose control to retaliate against human society, there are increasing concerns about the safety aspect
of LLMs and their societal impact. Safety alignment (Ouyang et al., 2022; Dai et al., 2023; Bai
et al., 2022; Wu et al., 2023), is a necessary procedure to ensure that the LLMs will not deliver harmful
output/action and is typically conducted on the pre-trained model before its deployment.

However, recent research demonstrates that fine-tuning on a LLM can be misused by attackers to
invalidate safety alignment. Several research (Qi et al., 2023; Yang et al., 2023; Zhan et al., 2023;
Lermen et al., 2023; Bhardwaj and Poria, 2023; Rosati et al., 2024c) show that a few harmful data
contained in the fine-tuning dataset can trigger the fine-tuned models to override the safety alignment
and return to harmful state. This vulnerability, known as harmful fine-tuning attack, renders a large
attack surface that might degrade the service quality and safety of the LLMs. While the original attack
design is effective, the defenders (e.g., OpenAI) adopt an ad-hoc solution to block this vulnerability
– a guardrail moderation model (Inan et al., 2023; Padhi et al., 2024) is enforced to inspect the data
sent by users, and only those benign data can stream through the inspection and are sent towards
the real fine-tuning API(Qi et al., 2023). Such ad-hoc solution poses a significant challenge for attack
attempts but it is unknown whether it eliminates the attack surface. More advanced attacks with
benign data attack (He et al., 2024) and harmful data attack (Huang et al., 2025) are initial attempts
to bypass the ad-hoc guardrail moderation, but these solutions still do not reach the same level of attack
performance compared to that without moderation. Therefore, researching whether we can construct a
more stealthy and stronger harmful fine-tuning attack that bypasses moderation is my ongoing agenda,
as understanding such questions enables us to better examine the hidden risk of LLMs fine-tuning.

In addition to guardrail moderation, there are more mitigation strategies (i.e., defenses) proposed
in the literature, e.g., (Huang et al., 2024e; Bhardwaj et al., 2024; Huang et al., 2024d; Rosati et al.,
2024b; Hsu et al., 2024; Lyu et al., 2024; Wang et al., 2024). However, such defenses may not be robust
enough to all the attack settings, as it is not uncommon to see that they may fail in some corner cases
Qi et al. (2024b); Rosati et al. (2024a); Huang et al. (2024a). The issue can be more serious when
more safety-critical functions are integrated into LLM products (e.g., tool use, robot motion control,
etc). Also, the mitigation effect of existing defense usually comes with quite significant degradation
of fine-tuning performance –the fine-tuned model reasoning ability towards benign questions degrades
after applying the defense. Future research should be directed to design more robust defense algorithms
that i) fix the existing corner cases and ii) mitigate the fine-tuning performance degradation.

As many attacks and defenses have been proposed in the literature, a unified evaluation framework
covering all the attacks and defenses is desperately needed to be established. There are some initial
attempts, e.g., Rosati et al. (2024a); Qi et al. (2024b), but the comprehensiveness is still lacking as
only a limited number of attacks and defenses are covered. On the other hand, the challenges of
evaluating the safety capability of fine-tuned LLMs are becoming tougher, as it is shown by recent
research Greenblatt et al. (2024) that the LLMs exhibits alignment faking behavior– the model lies in
its reasoning process about its real intention. To address both the two challenges, a more comprehensive
and rigorous evaluation framework needs to be proposed to achieve responsible fine-tuning.

To sum up, we focus on the following directions to establish responsible fine-tuning :

• Attacks Algorithm Design. In this line, we aim to design new attack methods to stronger and
stealthier harmful fine-tuning attacks to probe the hidden safety risk.
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• Defenses Algorithm Design. In this line, we aim to design new defense algorithms that mitigate
the harmful fine-tuning attack by fixing failure cases and mitigating the fine-tuning performance
degradation.

• Evaluations (Framework) Design. In this line, we aim to design a framework that systematically
and comprehensively evaluates the safety capability of machine intelligence.

2 Attack Algorithm Design

Recently, mainstream LLM service providers (e.g., OpenAI) opened up fine-tuning-as-a-service, which
allows users to upload fine-tuned data, with which the service provider will fine-tune the LLM and
produce customized models. However, such fine-tuning paradigm exhibit vulnerability, as the service
provider cannot control which data the users are going to upload, and Qi et al. (2023); Yang et al.
(2023); Zhan et al. (2023); Lermen et al. (2023); Yi et al. (2024a); Bhardwaj and Poria (2023); Rosati
et al. (2024c) demonstrate that fine-tuning with user data can break down the safety alignment of
an LLM, and elicit its harmful behaviors. This safety issue, known as harmful fine-tuning attack,
resembles the data poisoning attack Geiping et al. (2020); Tolpegin et al. (2020); Fang et al. (2020);
Gu et al. (2019) for traditional deep learning model, in which the training data is poisoned, and model
train on this data exhibit undesirable behaviors.

However, a critical assumption of data poisoning attack is that the poisoned data is considered
to be inseparable from the benign data. In the harmful fine-tuning attack, this assumption may
not be true, as the harmful sample that most seriously downgrades the safety alignment may be able to
be filtered out by a guardrail model Inan et al. (2023); Padhi et al. (2024), posing challenges for attack
design. While the moderation model does exhibit some false negative/false positive (as exhibited in
Table 1), a large amount of harmful data are able to be filtered out.

Table 1: False negative/false positive ratios of a guardrail moderation model from (Ji et al., 2023).
False negative ratio means the ratio of harmful data that can leak through the moderation and false
positive ratios means the ratio of benign data that are misclassified as harmful.

/ False Negative False Positive

Moderation Model 7.71% 3.64%

Given the mitigation effect of guardrail model, my subsequent research efforts on attack design
should invested in two directions:

• How to make benign data stronger in attacking the safety-aligned model? Benign data
naturally can leak through the guardrail moderation and bypass the guardrail model. However, Qi
et al. (2023) shows that benign fine-tuning attack can also compromise safety of the aligned LLM.
He et al. (2024) show that one can sample stronger “benign data” that can better attack the safety-
aligned model. However, such fine-tuning attack with benign data is not as successful as an attack
with harmful data. We aim to construct new benign attacks to understand their risk.

• How to make harmful data stealthier to bypass the guardrail moderation? Halawi et al.
(2024) is the first attempt working on this problem. However, the main weakness of this paper is
that by adopting their attack, the users in the testing time need to cipher the harmful questions
into human-unreadable text and decipher the harmful answer transmitted from the server. This
paradigm actually limits the use case of the harmful fine-tuning attack because the answers from
the server is actually not human readable harmful answers. To address this issue, our previous
research Virus (Huang et al., 2025) is a subsequent attempt, which aims to construct stealthier
harmful data to bypass the guardrail detection and poison the victim model. Further research on
better harmful data attacks should be done to understand their risks.

On the other side, another worth study direction is how to extend harmful fine-tuning attack to multi-
modal model. There are several initial study on vision-language model (Zong et al., 2024; Guo et al.,
2024), but it worth further study how a attack combining different modalities affects model’s safety.

3 Defense Algorithm Design

In addition to guardrail moderation, several other defense methods are proposed in the literature.
Based on the execution stage of the defense, we classify the existing defenses in three categories. Our
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preliminary work proposed several defenses design at different stages, e.g., Vaccine(Huang et al., 2024e),
Lisa(Huang et al., 2024d), Antidote(Huang et al., 2024a), Booster(Huang et al., 2024b). From our
experience, each category of defense face different technical challenges and needs subsequent research.

• Alignment-stage Defense. This category of defense aims to increase the aligned model
robustness/resilience towards the harmful fine-tuning attack enforced later. While some existing
work has made efforts in designing more robust models, e.g., (Huang et al., 2024e; Rosati et al.,
2024b; Tamirisa et al., 2024; Huang et al., 2024b). It is shown by subsequent work Qi et al. (2024b);
Rosati et al. (2024a); Huang et al. (2024a) that such strengthened alignment still can be compromised
by harmful data attack under some stronger attack setting (e.g., larger learning rate for fine-tuning).
Future research efforts should be invested in building stronger alignment methods that are able to fix
these corner cases.

• Fine-tuning-stage Defense. The aim of this category of defense is to enable the model to learn
over the benign data while preserving the alignment ability done in the previous stage. There are four
mainstream ways to achieve this goal: i) introduce safety data in the fine-tuning process (Bianchi
et al., 2023; Huang et al., 2024d; Eiras et al., 2024). ii) filter the harmful data from fine-tuning
(Choi et al., 2024; Shen et al., 2024), and iii) constraint the distance between the fine-tuned model
and the aligned model (Mukhoti et al., 2023; Qi et al., 2024a) and iv) safety system prompt engineer
(Lyu et al., 2024; Wang et al., 2024). Existing fine-tuning stage defenses exhibit different levels
of fine-tuning performance degradation and also different level of protection capability. Given the
diversified of defense ideas for this category of defense, there might be alternative research ideas in
this category of defenses that can outperform existing defense solutions in terms of both two metrics.

• Post-fine-tuning-stage Defense. This category of defense aims to recover the model from its
harmful behavior after the model has been compromised by harmful fine-tuning attacks. The high-
level idea of this category is to add a perturbation to the harmful model’s weight (Bhardwaj et al.,
2024; Hsu et al., 2024; Huang et al., 2024a; Yi et al., 2024b; Djuhera et al., 2025; Wang et al., 2025)
or to its harmful activation (Zhu et al., 2024) to pull the model back from its harmful state. However,
operating the weight or activation of the values might result in a significant perturbation towards the
inner reasoning state of the model, and therefore may cause degradation of the general performance.
Future research efforts should be devoted in how to mitigate the undesirable interference of model
benign performance by designing a better way to craft the post-fine-tuning perturbation.

Of note, the above three categories of defenses can be combined together, as their designs are orthogonal
to each other. They should be integrated and evaluated with a unified framework (next section).

4 Framework

As there is already a line of attacks and defense algorithms have been proposed in the literature (our
survey (Huang et al., 2024c) collects almost all of these papers), the research field desperately needs
a unified framework to evaluate the existing attacks, defenses, and the combination of them. While
existing study (Rosati et al., 2024a; Qi et al., 2024b) provides some preliminary results, we need a
more comprehensive evaluation framework to gain insights and identify research gaps within the field.

On the other hand, we realize that the evaluation of model safety capability can be even more
tricky with the increasing intelligence of the reasoning model (Greenblatt et al., 2024)– the model
lies in the reasoning path to disguise its real intention. In future evaluations, we will look into such
arising safety issues and study how the deepened safety property of the model changes after enduring
fine-tuning attacks.

5 Societal Impact Statement

Fine-tuning is the most fundamental technique to customize a pre-trained LLM to a specialized LLM,
enabling their deployment in a specific product or service. This proposal aims to establish a fundamen-
tal understanding of how fine-tuning impacts the safety capacity of the fine-tuned LLM via empirical
attacks/defenses/evaluation designs. Such research efforts are necessary to achieve responsible fine-
tuning of LLM into real-world products and services, whose societal impact is significant given the
scale and breadth of their deployment.
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